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Introduction

This work presents a novel grasp adaptation
strategy to transfer the learned grasping ability to
new domains based on input visual data
transformation.
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Given a trained grasp synthesis model, we address
following issues:

* How to generalize it to new domains through
INput data adaptation using a GAN-based
generator.

* How to maintain the deep grasp feature
consistency during the transfer process, while
bridging the gap of domain-specific bias between
the new domain and the training data domain.

The process mentioned above does NOT require:
* model fine-tuning
* |abeled data from new domain

The overall structure of our data adaptation strategy:
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Experiments using benchmark datasets
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Experiments on real-world scenarios

Grasp Feature Contrastive Learning
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